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Abstract

This paper considers the use of massively parallel architectures to execute discrete-event simulations

of what we term "self-initiating" models. A logical process in a self-initiating model schedules its own

state re-evaluation times, independently of any other logical process, and sends its new state to other

logical processes following the re-evaluation. Our interest is in the effects of that communication on

synchronization. We consider the performance of various synchronization protocols by deriving upper

and lower bounds on optimal performance, upper bounds on Time Warp's performance, and lower bounds

on the performance of a new conservative protocol. Our analysis of Time Warp includes the overhead costs

of state-saving and rollback. The analysis points out sufficient conditions for the conservative protocol to

outperform Time Warp. The analysis also quantifies the sensitivity of performance to message fan-out,

lookahead ability, and the probability distributions underlying the simulation. (
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1 Introduction

The problem of parallelizing discrete-event simulations has recently received a great deal of attention. Parallel

simulations are typically described as a collection of Logical Processes, or LPs. Each LP maintains its own

simulation clock, and communicates with other LPs using time-stamped messages. We assume each LP

executes on its own processor, as it might on a massively parallel architecture. The state of an LP at

simulation time I depends on the contents of all messages that should be sent to it with time-stanips lvs

than t. There are two primary ways in which an LP re-evaluates its state. One way is epitomized by a

queueing network simulation: a job leaving one queue (LP) causes the receiving queue to re-evaluate its

state. This is an example of a message-initiating model, because state re-evaluations at an LP are caused by

messages sent from other LPs. A different method occurs when an LP alone determines when to re-evaluate

its state. The LP will send messages to other LPs following a re-evaluation, because those LP's eventual

re-evaluations will require that information. However, the state messages do not cause the recipients to re-

evaluate their state. The messages cause events that serve only to store the transmitted state informnation.

This paper concerns such models: we will call them self-initiating models. As we later discuss, this class of

models includes problems as diverse as the Ising spin simulation[14], and trace-driven multiproces-o- cache

simulations.

Synchronization has been a major concern of research in parallel simulation. One way of ensuring

correctness is to block an LP from computing its state at t if there is any chance that it will later receive,

a message with time-stamp s < t. This type of blocking is an open invitation to deadlock: irregular

and unpredictable synchronization requirements make parallelizing discrete-event simulations a non-trivial

problem. Early research efforts focussed on developing deadlock-free synchronization protocols. Two schools

of thought emerged. The conservative school studied protocols that maintain consistency in the simulation

state: an LP is never allowed to advance its clock so far that it can receive a message in its past. LPs

exploit specific information about the simulation model to avoid or break deadlock. The optinistic school

proposed Time Warp, a scheme that permits an LP to advance its clock without blocking. \When an /,P

does receive a message in its past, it "rolls back" its clock to the point of the temporal fault, and restores its

state to one existing prior to the fault. Time Warp does not need to use specific model information. Indeed.

a major attraction of Time Warp is its transparency to the simulation modeler.

Before parallel machines were commonly available, the debate between conservative al(I optimit" calmlps

was !argely philosophical. Then, as performance studies were published, no clear consistently best cli,'

etierged. The earliest conservative protocols of ('handy and Misra were shown to suffer from serious p'r-

formnance problems on some queueing network simulations [22], but have recently b n .,hown to work w,,ll

on road network simulations [171. Other conservative protocols, notably [13 and ['213, achieved ;wco,'pl;I,

performance on sorie problems by exploiting information about the sinmulation iiodel 'lime Warp ,,:1,



shown to achieve acceptable performance on some problems [3, 4]. The overhead costs of state-saving and

rollback continue to be a major drawback to all optimistic schemes: hardware accelerators for these functions

have been proposed [1, 5].

Throughout this debate, little analytic theory was developed to predict, explain, or bound the perfor-

inance of parallel simulations. Exceptions are the detailed analyses developed in [9] and [18]. However. these

studies are limited to two processors, and have not been extended. Theory for massively parallel simiula-

tions is now starting to appear. Wagner and Lazowska derive an upper bound on the speedups possible

in a queueing network simulation [25]. Studies of Time Warp tend to assume negligible state-saving and

rollback costs. Lin and Lazowska have shown that if Time Warp has no state-saving or rollback costs, and

if -'correct" computations are never rolled back, then Time Warp achieves optimality [11]. This is intuitive,

because Time Warp aggressively searches for the simulation's critical path if it is able to do so without

cost, its performance must be optimal. Other analyses highlight the fact that Time Warp can -guess right"

while conservative methods must block. Lipton and Mizell have shown that there is a certain asyimetry

le tween optimistic and conservative methods: while it is possible for an optimistic method to arbitrarily

outperform a conservative method, the converse is not true [12]. Madisetti. Walrand, and Messerschinitt [16]

have developed a performance model that aspires to estimate the rate at which simulation time advances

under an optimistic strategy such as Time Warp. They model the behavior of the system as a Markov chain.

and include the cost of communication and of synchronization. Their analysis is exact for two processors.

aid approximate for a general number of processors. Their analysis is interesting in that it pernruts a study of

different re-synchronization schemes. However, it does not address issues we attack directly, namely, bounds

(o Optimal performance and sensitivity to message-fanout and lookahead ability.

Analytic studies of conservative protocols [15, 20] are of synchronous protocols-a significant departure

from the field's roots in distributed systems. These studies have established the important property that

perforiiiance of the studied methods scales up with increasing problem size and architecture. Furthermore,

Ow,, analysis in [20] denionstrates that as the problem size increases relative to the architecture, performance

umder lhe niethod converges to optimality. The rate of convergence depends very much on the nature of the

stochastic processes driving the simulation.

A nimber of issues have not, yet been directly addressed analytically, and are the focus of this paper.

Sp,, ifially. we, plare noi-trivial upper bounds on optimal performance: we includ' the overhead costs of

'li ini Warp iII a model that bounds its performance from above: we study a new conservative protocol and

plai', a lowr bound1 inis performance; we give conditions under which the conservative protocol achieves

hottr irformanc than Jlime Warp. i t he course of these derivations we quantify (approximately) tie

,,li, itivi\ (f" Ierformance to lookahead ability, miessage fan-out, and the probability (list ribut ion, ,ulrvu,,

th,' 'iiimlatl ion Al f, If lh's, fori-iiiit ied flactors are shown to have significant intfluece oii performance:

2



performance improves as lookalead ability improves or as the variability of the probability distribution

decreases, performance degrades as the message fanout increases. It is important to note that these conclu-

sions are derived in the context of self-initiating simulation models only. Different but related results can be

derived in the context of message-initiating models'.

2 Model

\We model a parallel simulation as a collection of X logical processors (LPs) named LI ..... LPN. Fach

logical processor has its own simulation clock. LPs communicate through the exchange of tine-stamp (I

messages. Viewed from the perspective of simulation time, an LP advances forward by executing sooe,

activity that we will call a cycle. In the self-initiating models we consider, at the end of one cycle the LP

schedules the end of the next cycle, independently of any messages it may have received from other L's.

WVe let C'i(j) denote tile value of LP's clock at. the end of the jth cycle. The length of simulation time that

IPt advances by executing its jh cycle is a random number Xij from a dist ribution F. (onsequently. for

every LPi and cycle j

Ci(j) =Z k,
k--I

Assuming that the time increment variables are all independent, Ci(j) call be interpreted as the time of the

jth renewal in some renewal process [24] with inter-renewal distribution F. We introduce communication

to the model by assuming that each LPi associates a set of K messages with the completion of each of its

cycles. K is called the message fantout. Typically, these K messages are intended to inform "nearby1" P's

of the new state just computed. The arrival of such a message at .n L P may cause an event, but one that

serves only to store the transmitted value. K = 2 might be appropriate in a 1 D domain, K = I or K = k in

a 2[) domain, A = 6 or K = 26 would be appropriate in a 3D domain. It is important to note that und, r

our fornmulation these message fanouts are part of the simulation model, and hence are independent the

synchronization protocol used. A message associated with the completion of LPj's jth cycle has ti'., -stamp

C( (j).

The siunlation is modeled as N statistically independent. concurrent renewal processes flat comnnuii-

cat e. Certain points in tie analysis to follow are made possible by the assumipt ion of stat i'4 ical it depl lei'c

betweeni the recipients of a common message. To support this need for independence we assume that the A'

recipients of a message are chosen uniformly at random from the set of all LPs, tLrd that each LP itndepen-

,intly choose,, a new set of recipients each cycle. This assumption does not tccirately model the behavior

of any comimuon sifimlation mnodel, and is used purely to promlote tractallity. \Ve have performed siunla-

'P,r',,ro"anr Ho0undi on Pnralhl I Alf.saqe-In itiing J)?,rrctr-',-rt Sim IatiOnq. ). Niot. ini prepratil



tion studies of our analytic model using "nearest-neighbor" communication, and have found that processor

utilizations are only slightly higher than those achi,vd using the randomized communication patterns our

analysis assunes. We may have some confidcO,ce therefore that the conclusions derived under the assumption

of randomized communication are not completely off the mark.

We will consider two differ,_nt forms for the probability distribution Y. In one form Y has a continuous

cu inulative probability distribution function, implying that its associated renewal process is non-latlice[2_1]2 .

This form exclu(des simulation models where time-increments move forward more discretely. 'We therefore

also derive results under the assumption that F is a geometrically distributed random variable, with mean

I/p. where 0 < ) < 1.

Depending on the simulation model, it may be possible to send tle messages associated with the comple-

tion of a cycle before an LP actually executes that cycle. lii some cases the content of the messags cannot he

predicted, but the time of the messages can. In the former case we will say the simulation has fu/l-lookahread,

in the latter case we say it has tmnie-lookahlad. An example of a model with time-lookahead is the Ising spin
siliilation [H,]. LPs model individual particles, each of which is "'jiggled'' ytermal effects, at rarhei

intervals. \When a particle is jiggled its new magnetic spin is computed as a function of the spins of nearby

atoms at that simulation time. The length of simulation time between jigglings defines a cycle. We are abl,

to predict when next a particle will be jiggled-this ime comes from a random number generator-but will

not know the spins of nearby particles at that simulation time until tle simulation actually advances that

far.

An example of a model with full-lookahead (although it's a message initiating model) is a queueing

network with a non-preemptive and load-imdependent queueing discipline. At the time a joh enters service.

say s, we can predict the time at which it will leave service, say t. In fact, we can notify the recipient queue

of that job's arrival at time t. This is not to say that we can actually simulate up to time t. For example.

one. of the statistics we may be interested in is the average length of the queue at the time a job departs.

To measure the queue length at t we need to receive any additional .obs that may arrive between times s

ai(l t. The lookahead ability derives from the fact that arrivals between s and I in no way affect the output

helmavior of the LP at time t.

Another example of a model with full-lookahead is a simple trace-driven multiprocessor cache simuhation

that estimilntes lilt statistics, such as that described in [10]. An LP models one processor's cache: cycles

are composed of tlie processing of a contiguous sequence of purely local memory references terminated by a

reference to global nernory, lthe "time" of any reference is the number of trace references preceding it'. An

,A tim-,wigat iv random variahle X is II(m -lati e" if Iher ' des IIot ,.xist a I,' real IIItil,.r 'I suh I t Z , = )','{ ' . .I V / = I

l t a l hi s Ii prorq rty wv idld not I(' saiitie.l hty a sirIIrlalion that nlore accuratelY tidels tl' ad'am'rem,'ti , jir,', e.n ...

,' . t1;t a,''ollrIIS m ,re ti im' fr a lmiss t han a hi!. A weaker forim ,f lookahead exists where i t e 1,1' can put a ],,r Iunt n

ilh, litra. , f its n i t glo al r.f-rtice t assniujog all hwI al references will Ie hits.



LP sends messages to all other LPs whenever it makes a reference to global memory. By looking at its owl

trace the LP can predict the time and content of its future messages. Throughout this paper. protocols that

exploit full-lookahead will do so by requiring an LP to send a message as soon as it is able to predict that

message. We will still require that an LP not process a cycle with completion time t until all messages wit h

time-stamps less than t have been received, because certain calculations internal to the LP (e.g. statistics

gathering) may require that this monotonicity be preserved. Protocols that exploit time-lookahead do so by

requiring an LP to send an appoin ient message containing the time of a future nessage as soon as it IS

able to predict that a message will later be sent with that time-stamp. Our analysis will be of simulations

with full-lookahead. We will later remark on how that analysis can he extended to sinlations with oii

time-lookahead.

We assume that processing a cycle requires one lick of real time. This permits us to view the progress of

the simulation svnchronously. While an LP will read all messages sent to it. at each tick, it need not prnces-

a cycle every tick: in fact, synchronization constraints may prevent it from doing so.

Some synchronizatioi protocol nust be used to ensure correctness. .A coiservative protocol I r ,yents tiii

I' from advancing so far that it can receive a message with a time-stanip smaller than its clock value. For

example, imagine a situation where LPi's clock is s and it will increment its clock to value t on the next

cycle it processes. Imagine that LPk. will send a message to LPj witl time-staip C, s < v < t, at the end

of the k + -Ith tick. A conservative protocol will ensure that LPi is idle during ticks k + 1 through k + 4.

An optimistic protocol may permit LP, to advance its clock during these ticks. but will then recognize a

temporal error upon receipt of the message with time-stamp v, and roll back. A rollback at LP , can itself

cause other rollbacks on other LPs, as false messages sent by that LP are undone.

Our goal is not to propose a model that precisely describes all self-initiating parallel simulations, nor

is it to analyze the most general possible class of simulation models. Self-initiating models are by no

means the most common kind of simulations, and many simulations will not have the power of looiead

that we analyze. lowever. the analytic modeling of parallel simulations is an art in its iifancy. We are

simply trying to shed some light on a tractable style of analysis that produces reasonable (and intuitive)

results. Even so. despite the many preceding qualifications the proposed model bears a close resemblance to

simulations of practical interest. In particular the model accurately describes the behavior of the Ising spili

and multiprocessor cache simulations (escribed earlier.

3 Optimal Performance

Iiilinig rnm-t rivial upper and Iower bI inds on t Ie performaice one cail achioe iin a parallel simull itil is,

;im ()lel o i t eli im . We ,Iriv), all upper I julld oi1 the p('irorn il l ;1m protocol carl achieve illdll id llr ill 'l

-5



assumptions, and derive lower bounds on the performance of a new synchronous conservative protocol. Our

bound on the performance of optimistic protocols is independent of the message-cancellation strategy used.

3.1 Upper Bounds

We will present an analytic approach that provides upper bounds on optimal performance for a whole family

of lookahead capabilities. Consider any cycle on any LP, and assume that an oracle schedules the processing

of that cycle on the earliest possible tick such that no further messages will be received by that LP with

a time-stamp less than the time at the end of the cycle. Under our assumptions, this scheduling policy is

obviously optimal. Our tipper bounds assume the use of this oracle.

Different simulation models have different lookahead abilities. Some models have no lookahead, others

are able to predict ahead one cycle, some may be able to predict, multiple cycles into the future. For example.

the ability of the multiprocessor cache simulation to predict its own future references to global memory is

limited only by the memory required to store its trace. Ve will categorize these abilities by the number of

cycles that can be predicted. A simulation model will be said to have J-cycle full-lookahead if the time and

content of output messages associated with the completion of cycle k can be predicted at the completion of

cycle (k-J). Ve assume that sinmulations exploiting J-cycle full-lookahead will always "pre-send" a message

J cycles before the message's associated cycle.

ie basic approach to constructing an upper bound is simple. The Global Virtual Time [7] at tick i

is denoted GVT(i); this quantity is the least clock value among all LPs at tick i, and is typically used

to gauge the progress of the simulation. We desire to bound the limiting rate of simulation time increase,

lir- ;l'T(i)/i. Our approach is to bound GVT(i) by a function N(i), which is the minimum time-stamp

among the "next" messages sent. by LPs who received the minimum-time stamped message at tick i - 1.

We then appeal to asymptotic arguments to estimate lini-,. N(i)/i, and hence bound the limiting rate of

simulation time increase.

The bound is constructed as follows. Let, trin(i) be the least time-stamp among all messages sent at tick

i. This value need not be equal to GVT(i), because the LP with least clock may not have sent a message.

b,,in, prevented front doing so by the knowledge that, an impending message will arrive with time-stamp

less thaii its next cycle time. Let r(ij) be the index of the jth LP (among K) who receives the message

with tiiie-st amp 'm,,( i) at tick i. (onsider any l.Pr{ij), and suppose time I in(i) falls within the simulation

tile span eilcorlpassed by its nlj/h cycle. The next message LPr(i,j) sends cannot have a tirne-st amp larger

than (' j) ( (r + J). the tirne associated with the end of its (nj + J)th cycle. The gap of sinnlat ion time

bet we /I ...... (i) ani ('r ") (n) + J ) is composed of t he sum of a number of random variables: a cycle r-( s Irl

( r( 71n ) - pu(i), lls .I cycle Itie random variables ( a .1-fold convolution of .). This is ilist rated by

ligrir' I



last cycle end al cycle n. time of next message
completed t min (I ) fI to send

smltinCqq. n,f) Cr(iI) (Ti1 +4)
ime .0, -

No -

timedua 4-fold cycle time convolution

F igure 1: Cycle residual and lookahead cycles for LPr(ij) in mnodel with J 4 cycle full-lookalhead

t,,,-(i + 1) cannot be larger than the least timne-stamnp on any miess age sent at thle end of tick i + I 1w

ofle Of LPrij). LPr(iK)- Call this latter timne-stamnp N(i + 1). Observe that we may' write

N(i + 1) = tmino(i) + MIKJ(i + 1),

where

AfK~i 1) =min {Cr(ij)(flj) - t.nin(i) + .771(W).

Y.Fj(J) being a i-fold convolution of T random variables. Fi nally, observe thfat X(i + 1) G 17'(i + 1). Sin ce

our object is to bound li~~GVT(i)/i, it will suffice to bound lii- .V(i)/i.

Observe that, for all i > 0,

- (tm(j I I) + *AIKJ(j) - .\(j - Il
j1=l

< J - 1 f K J W - .'\(J -I

Th,, aipendix gives heuristic re;Lso)Is for exptct ing t hat if\til r Ito la;rgf.(- .i Fi, l I.rla

ain increasinlg hiazard rate fuinct ion), thlen it is rieasonallec to ;issinle thatt 1liw 5iliile t.1I1j (i)J c'mwlixr '



into a wide-sense stationary process having finite correlation time [8]. While the supposition is technical, for

our purposes here, it imiplies that lie hiuntinig value of sumi (1) converges to T~(A". J ) = lim,~EAA ]

4i( N. J ) thlen hounds the limiiting rate of increase in Cl '7.

'I'lie p~recedling discussion leads to our first proposition.

Propositionu 1 For every lick i let t( )be the least tme-stamnp among all messages sent at the end of

tick i, and let LPr.111 1 *. . , LI~r(ijA be the set of LIP who receive the t,( i)-tiine message. Let nj In th(

cygcle indlex of the LP.,, cycle containing time t .. ,,), and Fj(J) be aI convolution of J random virmhe.'

ii ing distrcibiution T. Define

.'IK,J(i + 1) Min C'r(i'j)(11j) - t.. 1 (i) + Fi(J)).
1< i<K

and let P(N, J ) =lint,~ E[K(i)j. If the sequence IIKJ( 1), I.J(2). convecrges to a iride-sensi,

Ota tionaarg process~ with finite correlation time, then

lin- GlVT7(i)/i < I(..)

A second proposition followvs fromt the observation that a simulation advancing time at rate qp has anl average

processor utilization of q%.

Propositioni 2 Let the conditions of Proposition I be satisfied, and let pi be the mean ofFY. T'hen the at era ye

processor utilization is no0 greater than TI(K. J)/pi.

WO Must (eSt ml~ate IV( K, J ) before these propositions yield any insight on performance. Reconsider t he

deffinlitionl Of '1!KJI). One takes the muinium of K random variables: each random variable includes thle

excess time after t1,,(i) of the cycle containing mm().We call t his t irne difference a residual. A similar

concept is Stutdied in renewal theory, the residual life of a renewal processes. The dlifference bet ween our

residuals atid those of renewal thleorvis thiat our tmln,( i) is itself variable, whereas renewal t heory conisiders; tilt,

residual following a constant time t. However, in the Appendix we show that if F is non-lattice and tiII, ( i)

is independent. of'F LP,., ), then the limiting residual life has the same (list rihution as that derived in renewal

Imeory. Thlis huitiiting (list ribtitiomi is the equilibrium distribihonl[24] of F, called F_. It is not completely\

uireasotwaole to to) assume for the( pumrpose's of approxinmatiotn thlit t()1 (( I) s independent of "I j lie L,"1 ).

ne11 to thle fact thlit thle set of recipietts of tie tn( )tm message weore cli smi i if orwe it random fr ii



the entire collection of LPs. To the extent that this is a reasonable approximation, as k grows, .11Kj(k)

increasingly becomes the minimum of K independent and identically distributed (iid) randoni variables. ,ach

the sui of an F, random variable and an independent J-fold convolution ofFT. Alternately, if F is geometric

then its residual life has the same geometric distribution, due to the memoryless property.

Our assumption of random communication patterns is now needed again. When the number of L Ps is

large compared to K, and when the partners of each communication are chosen randomly wo may take

the K random variables comprising -1I..j(k) as being independent. This is not rigorously true. as thrr is

a very slight dependence of the residuals on the fact that their LP's did not send the tmin-time message:

since this is true of all but one LP in the entire system, the assumption of independence is reasonable. Our

approximation of I(K, J) is denoted A(I, J), and is given by

I(K, J) E[min{K lid e + F(J) random variables}] (2)

= A(K,J).

Throughout this paper we will implicitly assume the validity of this approximation as a hypothesis to

each proposition. The fo.m of the approximation is especially nice, as it permits us to analyze some special

cases.

3.1.1 NBUE Distributions

The case of J = 0 is of special interest, as it concerns simulations with no lookahead ability. Furthermore,

consider simulations where F is non-lattice and New Better Than Used in Eapectation, (NBUE) [24] 4 . Many

common distributions are NBUE, including normals truncated to be positive, gammas, Weibulls, and sums

of nonnegative constants with exponentials. When F is NBUE, then 1', is dominated stochastically' by the

exponential with mean p. Thus, if we replace each JF7, random variable in the definition of A(K. 0) with an

exponential having mean p, the resulting mean i/K is at least as large as A(K. J).

Proposition 3 Suppose that F is non-lattice and NBUE. Then A(K, 0) < /1K . The optimal proccssor

utilization in a no-lookahead simulation where F is NBUE is no greater than 1/A.

This result shows the strong influence that K has on performance when Fr is non-lattice- it limits processor

utilization to 1/K. If K remains proportional to N as N increases we have the following result.

'A non-negative random variable X is NB I if for all t > 0, E[XAIX > t] < E[X']. In ,ther words, the exI)ected re,,idh,1d Iif(-

of X is never greater than the expected value of X.

'X is said to dominate V st)chasticallb if Pr{ N > t0 > 'r{Y > t) for all t.

9



Prop~osition 4 Le I F be no n-la Iicc in d NIII A, (and suppose A' > .3N for all N InI (I a o-looka/tiad stioun-

/a It I /Ii PI it d r ny prooncol and( for any, N. the( arcraqt numb U/i/ of ttl/ cyjchs pvvrcss(d Ity th, ssi to

N ia N HIi OWm mah ittiilait ion wve have a!ready (Iescriled. beca~ne o1W LI-'S global reft-Arie to

atlt Lt' I. 'I. it, conicitiPttn of I ropltosit ltr .1 applyV whenever a sN nchiittat iot protocol I r';ttIs w w~(

as lia"tg It() )'t)kaii ad.

3.1.2 Ge omvutric Dist ribu ition

Propositions :3 and (1 depend oin F I~einig non-hat tice. Whlen F1 is geomnet ricailly dst rib~tt d with Iitian

It h:/p., then tim residuals t1iuning .\(/X'.0) are also geometric with ii 11anip. It is st raiglitfirward to

0co~tt jii A (1A'. 0) as, t he ex pe ted mminnum of A. itndepen dent geonmet ric,,. This miim1umt has the Samne

lis.t rib)Iti ni as o)to geoliletric with me1(an 1/(l1 - (1 - p))K'). Obser-vt- that this meant is always ttt least otto. it

con njot di min ishi arhit rarilv as K' is increased. When either p) is small or A' is large thle mean is very close to

otto lading it., to tie( ttext proptosit ion.

Proposit ion 5 .5'pptost / tat F I~s geoin ric wth mena p -1/p). 71/hcn

anad( proc( ssor utiii lizrion i~s nog'.e than )/(I _ (I _p) '). Thtus. a,, (I - p)K- 0, processor itiliza ion

iS lo gi(tfr tha 1)ip

3.1.3 C.onstanit, plus1 LxJ)nonltial Distrl')ltionls

L.;irtr uppettr lttti&l on t uilizat ion are. possihtlo give'n better lookaliead ablt.Suppose( that a sirtttl'

has oie-cycir' fttll-lookahitatl ability .. an d considler theit faiyII of listI r Ilttit ins w here a cottsta it f" Is ad deI tIo

alt (Xponueritial w~ithi lt'ai /I,.. \%'itluir this family wve canl decrease tire varialtility I)y increasing ( , lhut still

ret a it thle. tract al ii itY (f il' t'xponeit ial. 'This fannih~ of randtomr v iriabiles is N Ill . I lie i( Apptendtix weC

Shtow that it r t ho assli rrpt otis

' Iitt'ttst ig tlIt irt tot no(te ;tlit tIls hiture is t hat it ''cra'. Ill I/t /T .II7II rahe tlla In I/At" ila

tI)) re) t okhttwal case, IIis s I I,, e"t s II)aIn rallY sigrII iitatit p'rf, rrttianr-taut' tia. )t he -1 do'."il I it I



li, !tI;I li ic' x xph ii in g olie-c c futll-llooklil ad. However. tie( fact thalit we line' tn ;tit upI

'1111 II ii L'iii do",. los ht niecessarily imiply thlit perfriiicci' It self tlisl t intiean'. IIIill, I

I' ii e ltis til" Ins issue dx erivintg a lower bountd ott opt imal perfort it ce ii * tile a supiii i (d

11 '' 1, It\ 1 , v h I toIti ot OptI imit Iperformainice for sittiulIatIoti tiodels w It I I fu IlI-lookalI Iead1 o f .1 > I

()It' ;upicI to vie~w ,yrichroniizat ion as a scheduling problleni, alit] derive the perfi'ii;iict,

li-llli, :t ;irt icillat scl'edutling strategy. Being sub-optinial. this performance provides a lower hounmd

't oImdi 'tlrt;mce'. 'Ilii' stratogy we stutdy forms thle basis for a cotnservatitee svn cit onz at joit prot 'o

( r1 I stiiiat tiol '1(de with Ii-cycle full-lookaliead. Recall that we exploit i-cyclo litll-lookahlad

1, it ilIlig mii LP I'wo cottiplet e cycle In to predict atid senld thle tmessage associated withI the entd of evele

pp I'P, , la~st exeiltied cycle III, atid ktiow.s (thirouighi sottie as yet itisjeecifjek means) t hat it will

it 1e 'ivc at ifli hr tiessages w\-ih a titne-stanip to or smtaller. I fallitig withini its (mi + kOth cycle. L.P,

ii\ lk cyllit 'els Ii -I through Il + k - 1, atid ill doitig so predict the( miessages associate-d with

lit, lIl )f, it., cycles Iii + I + J through m + k + J - I. 'Ilie idea hehind oiur scheduling si rategv is

dAlii' ;1 in I' i( Iv dli iig t his t. All Li's tutne thltet advance as descrihedl ahove. whereiipott we dehine

.1 it / t il li 't ai tiw witidow. Our strategy dlefities atid processes each wvindow' with 1110li following stI"

II V *r -;i, I LP dv'ritiie the( tittie of the( tnext message it wxIll settd. If LPj last evaluated cycle Ili. tie-

the1. ' ti wt titussigt it will senid is (i +f j1 + I). (otiptute thit ttinitItIIi sluch c,'j atiioitg ;Il

I.'l , , sC;i Iled thle c i iug.

I.;, I 1, c~illesallitscyceswith terminationt times strictly lesthn"m (_r(alcye1)ht

It' pn''ssd. tie( LP~ predicts atid svttds thle message associated with i tte cotll't ott of cyce mu 1.

3I,1 'It L.P accpts thle titssages stit Ii tie ltruviuotls steup.

Ii hiui' s i relate(d tuttil the sittilatiotn terititot cond~itiotn is teachued.

I It,, toifl rmiaticof dhis iteelotisit is derived as follows. L-et (',umi(J) lbe thle celiiig x'ottipuitt'd lutritig tlt'

jilt wiilow(,% A'i isvitltpotic rate at which siulatioti timte advatnces is idenitical to) the asvitiltot 0' rutl ii1

%\ Illt ( ... j :o~ie te'. ( otisider the if/u witow: every I.J, cotitiit'-s all as-\et-tttilrocesed evl',s ixithi

.Jld 'm t itus. Iss l ilittid~ j). Let lin, lhe the last (clI' so ltimcess' hN LP, 1.1 Note thlit I t lh , I 'If

,I /,/ \%iw 1 will Ittux'' etilt tt' s isscinted wit 1i cyilt- 'sti) to mii + .1. I'fI titid Ill theli-t

il " 11 (m l1w .X rf., wd ;i I)w Siil o (..... J) ft( r si ua (f heco ~ i m ii. Im m l.:1c, c1

1, :Iv 11-r ll ll -f t~ P ll vil" . ( lr ' it uf re I w lfen l,, lw \% vI I it 1 11 " 1



mnessage,( and cm (j ) is composed of a cycle residual plus a i-fold convolution of cycle time incremients. \Ve

have already seen in §j3. 1 that as j grows large this difference inay be aIpproximniated as a randonm variable

having the (list ribut ion of F, + .F( J). Then cmU+1) can be expressed as c'mi,,,(j) plus the numinum of N

such random variables. T.his shows that

E cn(j + 1) c1  ,(j)] - I( NJ ) as j -X

No L.P can process imore than J cycles in a windowv, because it can never advance beyond the timec of

thle next message it will send (J cycles distant), computed in step I of the window processing. '1'(.N.J1/

(c01ise(jiiently bounds the lim1iting rate at which simulation time advances fromn below.

Propositioin 6 If the siippositions of Proposition I are met, then the limiting rate of simulation time advance

tisinq lookahecad scheduling on a J-cycle fmil-lookahead simutlation model is at least 'I(X. J)I. The limiting

proctssor iitili-mition is at least iq( .. J)/( ip ).

Now consider the special case of J 1, and the 6 -- exp~pi } distribution. In the Appendix we showv that

+ N pi -7v! A 4

Implyinig that p, the average processor utilization achieved, is at least

6 +p..

r ~ + V '7 V where r - 6 p ,7

r + 1

This shows that the extreme conservatismi of having every LP block on thle Cm,.-timie miessages can be highly

termipered. If r =/ti., is at all significant the utilizations are quite good. For examiple. if Ir 0.25 we still

jtat least 20'7 utilization. Increase r to I and we are assuredi of .50(7( titilization. r = 10 delivers 917(

it ilizat ion.

.F-i1C case where F1 is gonmetric Is also of interest. A(.\, I) is composed of thle miiinium of N randon

variables, each thle sumn of J1 geometric ramdi~n variables. Each geometric is at least as large as one. implying

mhat A( X. J1) > .1. If thle geoumet rics have irmean p I/1p. Proposition 6 shows t hat average processor

it Iiiiit i is at least 100 * )/(

4 Analysis of Optimistic Protocol

We~ next turn tol a simimlar analysis. of opt imiistimc Iprolocols. Ileeprotocols are comuplex, especially Nvjth

r,-garl to t lit, effects of cascadimg rollbacks. It appears to be a fornumdalle task to put a loiwu r 1 lid onm

12



tie rate at which all optiiiistic protocol advances simulation time. However, it is easy to extend the ideas

uf the previous section to put an upper bound oii this rate. Indeed, our ideas of focusing the analysis on

the costs along the critical path are mirrored in Lipton and Mizell's proof that conservative methods cannot

arbitrarily outperform Time Warp.

Successful conservative schemes exploit simulation model characteristics such as non-preemptive queue-

ing, and precalculation of event duration times. One of the great hopes for optimistic protocols is that

they cali be implemented without using explicit knowledge about the simulation model. Conseqlently. a

"'model-independnt'" implementation cannot assume any lookahead. The results of tihe previous secti n

show that this assumption immediately limits the processor utilizations that are possible. Naturally. th,

cost of st ate-saving and rollback limits utilizations even more. To be sure, simulations using Time Warp may

exploit model information; indeed, users who have and use Time Warp implementations have suggested they

shoul do so [2]. Note however that these types of optimnizations do not alleviate the burden of state-saving.

The arguments to follow assume that Time Warp treats the simuiation model as though it has no lookahead.

Under Time Warp an LP rolls back if it receives a message with a time-staiip less than its clock. We

assume that an LP's state is always saved prior to the execution of a cycle, and model that cost with ticks

of length (\s > 1. as compared to the earlier ticks of length 1. We suppose that a rollback requires C'R time.

measured in units where processing an event (without state-saving) takes unit time. The model bounds

the rate of simulation time increase on the critical path. The only assumption used by the analysis is that

a 'late'" message causes a rollback at, the receiving processor, any effects due to rollback propagation are

ignored. A rolled-back processor will re-execute cycles it was rolled past. For this reason our analysis is

indtpendent of whether "aggressive" or "lazy" message cancellation[23] is used. By assuming that cycles

passed by the rollback are reevaluated, the analysis assumes that "jump forward" mechanisms [6] are not

used. Under aii optimistic protocol a given cycle of an LP may be processed a number of times before it is

'cast". To avoid complications we assume that the length in simulation time of a cycle is the same. every

time the cycle is processed.

Suppose that a rollback is initiated at LP, at tick k. Barring any further interruptions due to cascading

alit i-iiessages, the rollback completes at tick k + .. At tick k + CR + I the LP rejoins the simulation and

comtiiunicates its " messages. The idea behind the analysis of optinial performance in §3 was to bound tlie

advance in simulation t ire between two ticks by looking at tie LPs which receive the message vith least

titef-staip at a tick. Exactly the same idea applies here, except that the increase in simulation time luist

bi- mieastured over tiore than lone tick.

'onsider tIre set of /,Ps who receive t he message with time-stamup t m"n(i). let I,,, be the [.P iII this

set with the m irninium cycle residual (mieasured front ...... (i)) and rcall that .\(i) is the tick at which 1I)'1...

,s'nds its next. miessage . We will use these definitions to partition tlit running tine into phasts that n'as lr,

13



he tinie betw~een an L J)s receipt of a tm-o e iesage, and the next tick at which thle LP completes

e" e CV, ari)d sen Is a n lessage. The idea of a ph ase is to ineasn rc the rollback dea asdby receipt of

te l t' .... tHime metssage. Phlase, 1 encomlpasses ticks 1 through N (1) - 1. Phase 2 encompasses ticks N( 1)

illrnigh . (A (1M) - I, pOl Ase 31 encompasses ticks N (N ()) through N((N()) 1,and so onl. Whenl T

is non-ot t ice. any I.1' receiving, thet tinin( )-time mlessage at the end of tick i must roll hack, or already he

hIii ack. It' it is alrcadlv rollig back and it' the transmiission of the t1 .. i. message to that LP P

iidildiit of thli fact it i., already rolling back, then on average the rollback is hialf-way completed. Ill

tll.s caM'e lhe 1ieati numb11er of ticks In a phiase must be at least I + Cjv?/2. TVhis argumnent requires T to I)(

tioii-lkittie'., for wheni -F is dis crte it is possible for an LP~ receiving the least time-stan$ esag to hv

tie samne clock value as lie t inie-stamip, possibly making a rollback unnecessary.

Let 111i) be the nmbuer of phases that have completed by tick i. c, lie the tick that comuplete., thli phase

ii iiiu , and let tj be lie tick that comipletes thle jth phlase. Then

___ __ __ _ )i_+

Itav aIradv let fedcodiinsiirierwhchte ef mstqut eitcovege tKA(N ).Ujde smia

ii i ii5 n i liirIiofpass i rgh os qoieitwllcovrg t hereiroalo de en=ume

oftiks pr thse ecll tha ech tck isa ato o 's slwe lie o h cst o sat-svng+Ti

lirii~~Ij~ 
(t''i( )/ ih3 i i onlttc

( ons tick pe pIs. Recal thiat ea tis acto cjsoe tita th coh n s t of-l tt ai g siihqrais

tha %n o [okh~ t he 
P h- 

(licr 
if T is n nla

I C''(R +I



An easy upper bound can be put on Time Warp even when it exploits lookahea,, because ,vrv f1,'

incessantly saves state. Each tick some I.P executes a cycle, and first saves state, so that every proct-ssmg

tick is delayed by a state-save. Therefore, Time Warp's performance cannot be any better than a factor of

(s worse than optimal.

Proposition 8 The optimal rate of sIMulation time advance under Time tarp on a simulation modd hating

J-cych full-lookahead is no greater than P, - : arerage processor uthb:ation is no grmalr than q,,K, "

5 A Conservative Protocol

The promise of (sometimes) good performance achieved by the scheduling strategy described in ,3 2 s-I

gests its use as the basis for a synchronization protocol. Unlike many conservative protocols. this one i

synchronous, in that the computation of the ceiling value implicitly contains a global synchronization a ,,na

processors. Thits synchronization is all that is needed to implement the policy. The lower hound on perfor-

mance we derived in .§3.2 must change to accommodate the cost of computing the ceiling. Define ("-; > 1

so that a processor is engaged in synchronization overhead 100(1 - 1/C. )/( of the time. Equivalent lv. one

can view the ticks as being CG percent of the length of our earlier ticks, due to the overhead of synchroniza-

tion. Depending on the granularity of the event computation the delay cost of synchronization can he quite

small, as most richly connected architectures such as a hypercube can compute a global minimum in lg.V

steps. Some architectures such as the second generation Connection Machine already have hardware support

for conmmon global reductions like the minimum. Including this synchronization cost, the lower bound im

processor utilizations becomes T( N, J)/(C0 .Jl,).

Consider again a simulation with 1-cycle full-lookahead with b+exp {p-} time increnents. Using approx-

imation (3) and inequalities (3) and (4) we can put a lower bound on the ratio of the conservative protocol',

utilization to optimal utilization. Table 1 plots this bound as a function of 0 and K, for fixed Pa- = 1. C(; = 2

and . = 6553G.

Relatively good performance is possible when 6 is non-trivial relative to p,- and/or when A" is large, even

though synchronization overheads are 50V. Hlowever, if the upper bound on optimal performance is at all

ght I here is clearly room for significant improvement. It is here t hat the ext reine conservat ivii ess of'I havil ,

,very LI' wait for the least-time future message hurts. It may be that more complex protoc is such as ti,

otiuiled-Jag protocol [13] could significantly boost performance in this region.

\\', can determine situations where this conservative protocol achieves better performance than lmit,

\\'arp. Assurit lh, validity of approximation (3). and assume that F has the + et,{i, } dilst nithu!,ii
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NV 0.00 0.10 0.5 1.00 5.0 I00

2 0.001 0.021 0.076 0. 116 0.20A W}237

,1 0,002 0.03.1 0.119 0.176 0.295 0.330

8 0.003 0.053 0.173 0.2,13 0.367 0.399

16 0.004 0.079 0.231 0.30:3 0.409 0.435

32 0.007 0.114 0.284 0.3.-8 0.431 0.453

(Conservative utilizat ion )/(Opt i ial ut ilizat iln)

Table I: Approximated lower bound on fraction of opt inial performance achieved by the conservat ivt, lrt) ocol

when /j,- = 1 (I. = 2 and N = 65536.

This (list ribut ion is N BUE, whence by Propositions 3 and 7, 1/(C-s(CRh--+ 1)') is an upper bound on Iiii'

Warp's utilization. From this. Proposition 6, and equation (4) we deteririe that the conservative prt ol

achieves better performance than Time Warp whenever

CG < K(6 + lV )
CS(CRh + 1) - +p

Note that this inequality assumes that Time Warp is not exploiting lookahead.

Estimates for individual process state sizes in the near term at the Jet Propulsion Lab are from .1K up

to 1 M bytes [1]. For 4K state sizes, it is estimated that 90% of a processor's time could be devoted to

saving state. I'sing Time Varp on these production problems without the benefit of hardware accelerators,

C =10 is apparently a reasonable value.

Physical processes Modeled by LI's very rarely have zero duration times. Many modeled processes exhihit

a fixed startup cost. e.g. chocking a bit into a drill in a manufacturing simulation. Therefore. ,on-zero values

of b seem reasonable in practice. Relatively large values K are also common, especially in domain oriented

si rinilations where doiain sectors are LIs that communicate in a nearest neighbor pattern.

Table 2 plots tie ratio of the lower bound on the conservative method's utilization to the upper bound

on Time Warp utilization, as a function of 6 an(I K for fixed p., = 1, N = 65536, CG = 2, and (Jh = 0

On, set of data assumes that Cs = 10. Another assumes that C's 2, making state-saving comparable to

h, cost nf a global synchronization.

Ilne performance difference is not so great when T is geometric. Using Propositions 5 and 7 we bound

[ini' Warp's utilization frorr abiove by p/(('(1 -( -1)K ). A simple lower bound on t he ut ilizat in of

tir conservative protocol is p/C';a. 'l'able 3 plots the ratio of these lounds for the saen set of par; neter

values as did Table 2. ThIe values of l are chosen to vield the same mean values of .F as those in Taldh 2
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1.,-~ 0.00) 0.10 0.50 1.00 5.0 1 (). 0

P2 0.049 0.9.54 3.366 5.024 8.34 1 9.095

41 0.098 1.907 6.732 10. 01A9 16. 683 IslolJ

8 0.196 :3.814 13.464 20.098 3 3.3 () 6 6A :1 (.1"

16 0.392 7.629 26.928 40,196 6 6,73 2 72.7ii3

32 0.783 1.5.2-58 53.8.56 80.392 133. A6 1 1.15.526

(Conservative tit ilizat ion )/( ime Warp utilizat ion)

e Xp{ ttr I (list rihut ion. high stat si,r cost

KV 0.00 0.10 0.50 1.00 5.0 10.0

2 0.010 0.191 0.673 1.005 1.668 1 .8S19

4 0.020 0.381 1.346 2.010 3.337 3.638

8 0.039 0.763 2.693 .1.0201 6.6 73 7.276

16G 0.078 1.526 5.386 8.039 13.3416 14.553

32 0.157 3.052 10.771 16.078 26.693 29. 105

(Conservative ti lizat ion)/(Tinie Warp utilization)

'6 + OXP{/r (ldist ribut ion, low state-saving costs

Trable 2: Comparison of conservative protocol and Time WVarp when X' has the + exp~p.} distribuion1.

pr 1, N = 65536., (Rh =0. Ihigh state-saving costs modeled withi CS" 10. low state-saving costs with

[)espit e thle better showing by Tuine W\arp, in most of' the cases shown the( Conlser vat ive miet hod comparII

favorably withI Time Warp. The insensitivity of the conservative met hod to faniout is a dlirec t conisequenc

of its implicit assuinpt ion assumption thfat the next message to an L.P can cotme from mmanv.wli'r. Thi ., i'I,

equivalent to assuming a fanout of' A'.

Simulation st udies suggest that our uipper bound on Time Warp's performnimce is somewhat larger t hami

lit, observed performance. Figure 2 illustrates the point by plotting the measured (simulated) p~erformai~nce of'

Time Warp and our conservative method on the analytic model. Comparable overhecads are used (CS =C; :

2). the conservative method exploits a 1-cycle full-lookahead model while Time WAarp (does not. .AggressiVe

Can cel hat ion is used li the Timre Warp simulIation.
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N\1 1/1 1/1.1 1/1.5 1/2 1/6 1/ 11

2 5.000 4.9.59 4..1.1 3.750 1.528 0.86S

I 5.000 5.000 -1.938 .1.688 2.!')89 1.585

8 5.000 5.000 4.999 .1.980 3.8:37 2.f67

1 6 5.000 5O00) 5.000 5.000 1.710 3.912

32 5.000 5.000 5.000 5.000 4.9 ,5 1. 763

(( onservat ive tit ilizat on )/(Time Warp ut ilizat on)

geomtric distribution, high state-saving costs

K\P 1/1 1/1.1 1/1.5 1/2 1/6 1/1I

2 1.000 0.992 0.889 0.750 0.306 0.17-

-I 1.000 1.000 0.988 0.938 0.518 0.317

8 1.000 1.000 1.000 0.996 0.767 0.533

16 1.000 1.000 1.000 1.000 0.9-16 0.782

32 1.000 1.000 1.000 1.000 0.997 0.953

(Conservative ut iliz'ition)/(Time Warp utilization)

geometric distribution, low state-saving costs

Table 3: Comparison of conservative protocol and Time Warp when .7" has geometric distribution. , 1.

N = 65536, CIRh = 0. Ihigh stat e-saving costs modeled with Cs = 10, low state-saving costs with C, - '2.

6 General Application

Tlhe conservative protocol described earlier ias broader application than just to our simple anal tic mod el.

Its principles form the basis of a parallel simulation testbed we have implemented on an Intel iP-lSC/2 [19].

The key idea to making efficient use of such a coarse-grained machine is aggregating large numbers of LPS for

evaluation on each processor. One advantage to aggregation is that a model which suffers very low processor

utilizations when each LP has its own processor can achieve good processor utilizations on a coare grained

machine. For example, consider a model with 65536 LPs. which gets 1 / utilization on an architecture with

(35536 processors. Evaluate that model on a machine with 64 pjokc,.sors, and on average each processor

will have more than 10 events to process each synchronization window. Indeed, the results developed ill Ill,

framework of a more complex stochastic model show that given 1-cycle full-lookaliead, performiance of ,,r

met hod approaches optimality as tle size of ie problem is increased rlative to the archilect ure [2(] lhs,,
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0.5
0 Upper Bound Time Warp

0.4 N Measured Time Warp

0x Measured Conservative

No 0.3

0.2

0.1 x

2 4 6 8
Message Fanout

Fi gtire 2: Empirical comlparisonl of T1imne NNarp with aggressive cancellation and conservative protocol. Coll-

-.ervat lye jirot ocol exploits I-cycle full-lookaliead , Timie NWarp does not. Overheads are equivalent C'; =2,

2. N~ 2 65536t, commniniicat ion patterns are random. 0,25. li 1.

.onclisions arc supported byi exper iments oi Otthle test bed w here we hiave achiieved processor utilizations inl

he ratige of6(OtY -A53/( tisilig32 lirocessors on large (qnetieitg net work, logic network. atid cellular auitoirtatonl

simuinat ions. 1I'1w per forimanice degrad at ion t here is not dute to blocked processors, it is duec to comnmu nicat ion

a Ild synchitron izatioln over headls.

Thie results repiorteid lore are easily adlapitedlto simuitlatijolt moidels having onily titne-lookahead. Tle

-i tservat i e pirot ocol is itmoi fied so t hat promises of' ftu mre mtessages are senit as soon as possible. antid then

t. tu, ag thlenselves are senlt tipoit coliuplet ionl of thle appropriate cycle. Thel winldows are definedl as.

befiore (the ceilinig is thle least iiext appoitntmenit t hue to he senit ), hut iitstead of processing all evettts inl

ON" pass, the protocol iterates over the winidow. Fach iteration. cOitipttat ions that are assuiredI of no ftutre

tttessages (as estalislted byv thle lookaltead itiessage t iites) are performued. These create iessages that wvill

"fret ot her coruptit at ions thlat depenld onl t hem. 'thel( aitalysis goes t lirotiglias before, except t hat t he

Iicre~ase, Il sititilatiott tine mutst be amiort ized over thle average iitthier (if iteratitonts lit a wittdow. We*, have

it(it vet firmly estalishted t his value. bhut ietirist ic argitinits stiggest that it is 0( lug N\



7 Conclusions

I lIII, paper repo andmiil zes aIli Ilit ilitive miodel of niassively parallel discrete-event simulations. We,

IP" V (:I-trIvi;Al up1-ter and~ lower boundsk on opt ilnal perfornmance for certain classes of simulat ions. derive

III ipper hound i 'lim \V irlts performiaiice. and derive a lower hound onl the performance of a newly

cns ,rlv e thod0. These results pernut a derivation of sufficient conidit ions for the conservatl Xe

iiwd to Oitperfori Ii Mwti WVarl.

Our ;ilvi iatlistil,li(lelle of per foritia lice onl ihe t lu-iticreiiielt dlist ribution , showing that

iii 11iiW~, wiltl Ig ~liiificaiit t -alit comnponenits leadI to goodl performance. We also determine thle sensit iv-

iX ,f perfuriance to lookaliead, and to message fanl-out. Unfortunately. our results rest onl alplroxinilltt 01i '

whiclh are jl Iiftiel onily heulrist ically, alt hough there is excellent agreement between analytic and] empirical

re~ults. [iiitire research may he, directed towards firming up the foundations of our approach.

Our re.iilts are si"mIificalit Iii two wvays. To our knowledge this is the first analysis able to analvt ically

e(llare thle perfortuaiice of a synichron izat ion protocol on a stochastic model wvithi a non-trivial hound onl

lie ()1 tilii l pe-r F mnirce lie can achlieve. It is~ also significant that we are able to classify simulation nodelh,

ililir wvhichi a cutiiservat lye iliet hod hias provtably good performance. To be sure, there are a large numbher of'

slitliil iounodels where our protocol will fail miserably, and there are a large number of models which lack

helt lookahead deqnatded by our met hod. .Nevertheless, a better understanding of the complex behavior of

parallel simiulat ions dlemndls analysis, a 11( this paper is an early effort at providing that analysis.
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Appendix

In this appendix we derive a number of results too detailed to include in the body of the paper.

Limiting Distribution of Residual

Let X(t) and Y(t) be independent renewal processes having non-lattice inter-renewal (listribut ion F anl G

respectively. Let Rx(t) denote the residual life at t of the process X(l)--the remaining time until thwitxt

renewal. It is known [24] that as t grows large Rx(t) converges iii (list ribut ion to F's associated (quihrl!,,M

distribution F,:

Pr{F, > s} jQ Pr{F > uj/p du

where p is F's mean. Now let Sj be the time of the jth renewal in Y(t). We will sketch an argument slowiili

why the limiting distribution of Rx(Sj) as j - oc is also F,.

'lo show, convergence we must demonstrate that for every ., > 0 arid ( > 0 there exists a j. such that f,,r

ail j > j ,

IPr{Rx(Sj) > xj} - Pr{F, > x}I < c

Choose any x and (. Let gj(t) be the density function of Sj (a j-fold convolution of G). By the independenco

of X(t) and Y(t) we may write

Pr(~X(Sj) > x} = Pr{Rx(t) > x}lg(t) dt.

and

IPr{Rx(Sj) > x} -Pr{F, > x}I=j = Pr{Rx(t) > x} - Pr{F, > x'} d(t).

Because RX(t) converges in distribution to Fe as t -- o, we may choose t, so large that for all t > t,. thc

absolute difference inside the inegral above is no greater than (/2. We may also choose some j, so larg,

that Pr{.Sj < t,} < t/2 for all j > j,. In this case for all j _> j,

I Pr{Rx(t) > x}- Pr{F, > x}Igj(t) dt < gj (t) dt+ ((/2),b(t) t

< c/2 + c/2.

This demonstrates that the distribution of Rx(S5j) converges to F,.

1iln_, 111 K~~)i - (lK,J)

ltere we descri)e reasonable conditions under which the liniiting average oft lie sequence {. J ( i)} coiiverg,'-

to T( IC, J). View the sequence MKJ(1), AIK,j(2) .. , as a discrete-tine stochastic process { AI;,-.(i)}. Fr I

large it is reasonable to assume that this process is st,-tionary in the wile-sense[8], ineaning thi thre exisls
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va I1-.; j andk (j. -2 stiCl t tlat L[Ph: J (01) 1 KJ< < 'X anld T,,[.,II Kj ( 1 ~ < <2 = , x for all1 i 1Yci~ \

Ir~ d (1 1.11at Cot [11, j it), Il. I K J ] (A a1 fujil"t I o l 01IVOf I i urthlermfore, we (Ixpect t Ihat 11,. KJ(

:il .Al, J (J) should becotlic Indlet a,,s - ii grows. If they lbecome Independent qtuickly eciotili1.

>7 141', j ( t).jjj -p 2 'j I1<

11' I L:s Inequalitv l(Isd, t rue (for a .oii111ral wide-scyise stationary process) the process is said to havet a it

Whay.'. I I-t d 1,mel irgilnitts that { *1 pJ( i) } b(comePs wid-senIse t t lioiarv wot ; Ii

(.(,re-lat itl tiiiie Hjowever, we ciin give lheturist ic reaisons why it is reasonable to asumie sol.: j(Iis Ill

mniiiiuin of IA ranidomi variables, each compjrised of the sun of' a residual plus the sum of J cycle tm,

A iIcig;I( all thlese let a max Le te iemaxniuin Index of a cycle t ime random x ariahle (or residual) appearin g

II *
11 K JW (O i wsuppose thli time-Iicretienit dlist ribut ionl Is exponential. Amy A I r j (j) coinposed tia irciv

..f' raiieloii variables- fromi cycles with Indices gre~ater than 11max is ilidepetidett of A11A j (i). owiil,- 1t th1e

ii i. iorvless prope-r tv of tlie exponential. Le(,t D be the random nunmher of ticks tiat pass after i before e- 'r\

L P has evailuatc-d cycle n,, WC Thn e ave

>1 L[AIKcJMi)A!;:.j)1 - 'y'(x'J)2 1 3 1tti V[W JM-i)AbJj()1 I(IJ

Sinlce Au..: JM 1(1 11Knd ,I-(j) ha~ve thle same tlistrtuution., we jmst have Tj-11,J ( i)AK JWj) < ("2 j~ [u

+1

>3 l§[Alpj(0A1 1 K j(A) - p '( K. j 2 1 < '1/ )] (C%-2 Pi 2 <

providedI that L1]is finite. Assuming that aserial sittitilatilon will always adlvaieagv 1flieaoll f

stijitilat ionl Ihue inl a finlite expected numtiber of cycle exeuit ions. 1L4'D] will be finite. Thiis is true beaus , a

seilsimitlatioti will always advance the L P with least next mePssage tinet each tick, anid in aI finlite expceld

11111 iber of steps w~ill adlvatce each L.P at least once. F[D] is no larger than this expectation. andh is betw

lin11te". This argumitent rests onl thle fact tlll hat lJx(i) anld AljKJ(j) b~ecome1 in~de-penIdent tilCe J is 1,

to111gh , ieo independence is an artifact of the exporwut lality. Inttuit ively.,fth tail ofF catinot bccome

hr ,e (cg. If' F Is NRUIK or if it has an increasing hazard rate function), It is reasonable to expect rapidI.\

dliimiiilt correcltion atnd hence a finite correlation timie. Such technical tlet ails appear to be difficult t-

I if result we wantt follows if { ,-; (i)j Is w\ide-senlse stat ioniary withI a liiite correlat ion t imn. It.

.11, l(i) be iel, 1iergeA .1 value t aken over tIli first i ticks:
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ru *~''t;. - find I fiil tat

I1,1 I,~ alit 1 a .iffii.'iit st roni*u for is to take ''(N .1 I) as th Iiiiiliit iig vaiuv of' 111 j(

E xpect ed M~inimumi of Exponential Sums

V \I' I,- lipewr m id lower bounds onl the expecte(d( Inilm i ()I' In ofnd elen dent anld i ii ;iIIN ri!

tl 1-1 . c:wl t ooia.t IC teOd liv adld it two mvenetexpoieit I'll, whichl neild not ha%: if]- :ill

I:tIijt viwraI I at In of ani Lr I iiig-2 (list r IlI)Iitlot I).

)11ippllrei-li i-, to aiiillvzo thie hazard rate function ci' a single expioieiit iol-sii. W'. wvill .11,iiu

i , ,i I snaI I Nvi IIt a large-r I azard( rate, a i Id one( with a smalleIcr one. T'[he formenr is stoc Iia I ,aIv icH ~Ii-1,

11.5 iieii al-~i ence the" 1i inn of ii such is st ochiast ical ly sn a Her hlal ill, ( i. 1iii 11u

lI 1i;1 l-S I hI I . Sli IarlIy, t he Illi iiiiim of ii indepenident ratido II varalIlsI , thIIat >tloc I I at Ical VI I IIIcI :,

C Ii *IP -1 it 11 Sum i % Ii wilSt iiclast Wcally domn tat ee Ii iii, mm 1 in of, 1 expii llit -si i

1,, t \ . A,- %%it It A i > A.) be the exponential parameters for exponentials X, and YA,. Ilii' liaizari rat1

'It i it A,. (t ) (d NI + X,, is founid by considoring a two-stage lprocess where, thle t he first t iua g irm', X

i ,;ii - ii st age requiires X- Iti vly )0 (t ) is ltme inistalit anleouls 1piolbahitxt denity Ws 1:0

xit I I It, fin ishinl" g1 at, given that it hias riot vet fitiishied. (Condit ion oii xviether X, < 1: iI t' Ii

\,i I~ I, \-, wa ii, t lw hlrocose, Is Ini tie( seconid st age. if not it is zero because t 1wi process liiim ii t c ijio~hii

I 1p lir- Fii. ius we have

A, ( f I - Pr{fNX > t X + V,- > I IA,-

I I \ :iiAIt (bult itich miast er ) expressioni for A is derivable fromt fi rst hiri icihiles. t ikIiig t lie quule ill

*liai1tvt' Ia eition of Xt I +NX to t Ie( probalilit y t hat NX I N2X > /. Oilr explressioii I. a iuorc om i it wiii ii

lltit ~ iijlways ill which A.(I) can be bounded fromt above anid below.

.\i IIT, 1-nd i A(/) I conistruicted by lbser'iiig that tie, coniditionial piroballilitY tin cjuialt n 1

as. larg, ;is Pr{.Yi > 1} expf-Aif}. T[hus

A.,(/) < (I - exji{-At'})A2.

Ihi, a btt r fi*Tpt cxii is- c'sIctiave iii I and is henice doimilnated everywhere by tie( line' t amgeiuit it at I -_

bli -- iAi rumlon) variaibb withI hazard rate fumnction b,(I ) is thlerefoire st oclmast ical loiimiiteI IvN

\ii I-~ hiiis ()i A,(/) Is ciimstrilliy eY xploiting the( fact that

r A IpN > I
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< 1'r .V >, + j whiere N3 has tile distribution of N,

1

1 + Alt

( onIStq Licnt Iv.

A, t) + Al A___

I his fUniction is increasing and concave in t. It equals A-2/2 when t =1I/A,1 Consequently, this, fu netion

domnates the piecewiSe linear function h (I) which rises linearly with slope A1 A,/2 until t=I/A 1 , and then

i.eil( conist ant A./2.

L.et Zi., Z,, he n independent randomn variables with hazard rate h,, (I). 'Thle hiazard rate of illie

1111iiimmin of thIese is simnp ly ni -i~( To comnpu te the expected mninmum we use a well-known relat ionstlip

het ween a random va riahh *s hiazard rah function and its cuimu lat ive d ist ribhution function. We Inave

F[nnif{Z , Z, Pr~nmi,{ZI,...,Z,, I > t} dt

1- /( 1){f - fn ~(~s dt

- xi/A CXi)-l A4t2/41 dt + j exp{.-(tnA2 /2 - n,/(4Ai ))I (it

- p -nAI A~ 2/4) dt +± 2exp{-_nA 9)/(4A )I

(nA2)

To evaluate tilie remiaining integral we make thne change of variables s =t- inAtA 2/2. and dliscover that

VxP 1) - n A I A,) t/4 1 (itmA A exp{-s 22 (Is

nA1A, ' ii/) -1/2)

lure ( ) is t lie' cu inilat ive (list rihut ion functilon for a st andard normial. This gives the upper hound

L"'11iuiinun of n1 lidi xponent ial-snnnn1s] < (O( '2772) - 1 /2) + ep-A./ii)
A n A, (71 A,,)

< A 2exp{-r2A2 /(4Ai)} (7)
VnAlA (nA,))

A lower hound is found simnilarly. Th~e hiazard rate, for the mninimium of n independent randomn variales

having hazard rate funct ion /ni(f) is n -h, (t). Integrating as we did to derive the upper hound, we deterinine

a lower hound of

'(i ~ A,, niinnn< of 1n IiiC exponent Ial-sinins]is

26



Bounds on 6 + exp(p,) Distribution

Next we consider some bounds on A( K. 1) derivable wxhen t be tine-inc rernent distribution is a constant 6

JAdus ait exponential withb mean /t, and wh'en the simulation bas 1-cycle fiill-lookahead.

A(K t ) is thle expe)(ctIed minini in of A' random variables, each comp risedl of a residual plus a time-

MCDieient Value. The residual bas the( distiibUtiOi Of tbe eqjuilibriuni dlist ribution of the 6 + exp(py) distri-

but ion. NNe first consider this equilibrium distribution. Working directly from definitions [2,11, we (letoriinine

liat its hiazard rate is

h(t) 
6

+1t 1_o

I for t> 6

Siiice h( t) ? 11(6 + p,.) for all t, the equilibrium distribution is stochastically dominated by anl exponential

xwithi mean 6 + u,.. Let R,~ be a residual having this equilibrium distribution. R' be anl exponential wvith

iiia ? -t- . and Xi be exponential withb mean p,. Then bhe sum R, + 6 + X, is st ochast ically dominat el

1, le'" + 6 + X, , and

I-- iii I H?, + b + Xj 1] < 6 + Efiniiinium of K lid exponential-sums. parameters 11/(6 + /I,) aind 1l/11,]
< Ki< K

r(6p, + t,) 2(b +p- )exp{ 4 ,-+,}
< + 2n +n

H, st ochastically dominates aii exponential with mean p,. Consequently a lower bouiid on the minninun',

or interest is found by replaciiig R, with such an exponential. Then

L[ nun I Hi? + X, I > 6 + E[minimurn of K fid exponential-sumis, both parameters 1 /Px

> 6 +p -. I
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